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Abstract

We study the observability properties of a nonlinear parabolic system that models
the temperature evolution of a thermoelastic rod that may come into contact with
a rigid obstacle. Basically the system dynamics are described by a one-dimensional
nonlocal partial differential equation of parabolic type with a nonlinear and nonlocal
boundary condition. For a specified nonlocal observation operator, we show the system
to be observable and get the estimates for the boundary temperature and the current
state of the system. The technique of deriving the boundary estimate is essentially
based on using Carleman-type estimates. Finally, for sufficiently smooth solutions, we
show that the observability result is equivalent to the boundary observability of the
system.

1 The dynamical system

Let ΩT = (0, 1) × (0, T ) for T > 0. Consider a system described by the equations

(1 + a2)θt − θxx = a
d

dt
max





a

1∫

0

θ(ξ, t)dξ − g, 0





, in ΩT , (1.1)

θ(0, t) = 0, in (0, T ), (1.2)

−θx(1, t) = k



g − a

1∫

0

θ(ξ, t)dξ



 θ(1, t), in (0, T ), (1.3)

θ(x, 0) = θ0(x), in (0, 1). (1.4)

Here 0 < a < 1, k(s), s = g − a
1∫

0

θ(ξ, t)dξ ∈ R, is a nonnegative function. Equations

(1.1)–(1.4) model the temperature variation in a thermoelastic rod which is situated between

two walls that are kept at different temperatures. One end of the rod is fixed to a wall, while

the other end is free to expand or contract. The expansion of the rod resulting from the

evolution of the temperature and the stresses is limited by the existence of the other wall.

The contact of the free end with the wall results in the nonlocal parabolic equation with a

nonlinear and nonlocal boundary condition [1].
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Following [1], we define a strong solution of (1.1)–(1.4) as a function in W 2,1
2 (ΩT ), which

satisfies (1.1)–(1.4), and use the following result.

Theorem 1.1. Given θ0 ∈ H1(0, 1) with θ0(0) = 0 and k(·) ∈ C1(R), there exists a strong

solution to (1.1)–(1.4).

In [1], a weak solution is also defined and an existence theorem in proved for θ0 ∈ L2(0, 1),

k ∈ C(R), k ≥ 0, where k satisfies the condition k(s) ≤ α|s| + β, s ∈ R, α, β > 0. Based on

this result, we take L2(ΩT ) as a “generalized state space” of the system (1.1)–(1.4).

We assume that the conditions ensuring the existence of a strong solution hold, but that

θ0 is unknown. Measurements w(t) and z(t) of the process (1.1)–(1.4) are assumed to be

available:

w(t) = θx(0, t), z(t) =
1∫

0

θ(ξ, t) dξ, t ∈ (0, T ). (1.5)

Since θ ∈ W 2,1(ΩT ), we get w(·) ∈ H1/4(0, T ), z(·) ∈ H1(0, T ).

In this paper, we investigate if it is possible to estimate the current state θ(·, T ) ∈ L2(0, 1)

and the boundary condition θ(1, t), t ∈ (0, T ) from the measurements (1.5). To give a formal

description of the properties focused on in this paper, we refer to [6] and [2]. We say that

the system (1.1)–(1.5) is weakly observable, if for any two solutions θ(1)(x, t) and θ(2)(x, t)

with w(1)(·) = w(2)(·), z(1)(·) = z(2)(·), it follows that θ(1)(x, t) = θ(2)(x, t) for almost all

(x, t) ∈ ΩT . For the solutions in W 2,1(ΩT ), the weak observability property also implies that

θ(1)(1, ·) = θ(2)(1, ·).
If the system is weakly observable, our next concern is whether the a posteriori estimates

‖θ(·, T )‖2
L2(0,1) ≤ γ

(
‖w(·)‖2

L2(0,T ) + ‖ż‖2
H1(0,T )

)
. (1.6)

∫ T

0+ε

θ2(1, ·)dt ≤ η
(
‖w(·)‖2

L2(0,T ) + ‖ż‖2
H1(0,T )

)
(1.7)

may be derived for the solutions to (1.1)–(1.4) where the constants γ and η do not depend

on a particular solution, but where η may depend on ε. Linear parabolic systems, whose

solutions satisfy an estimate like (1.6), are said to be strongly observable [6]. We will

use the same notion to say that the nonlinear system (1.1)–(1.5) is strongly observable if

its solutions satisfy (1.6). Similarly, the system (1.1)–(1.5) will be said to be boundary

identifiable if (1.7) holds.

In this paper, we derive and prove the theorems establishing the weak and the strong

observability for the system (1.1)–(1.5), and examine the special cases, for which the estimate

(1.7) holds.

2 Observability theorems

Theorem 2.1. The system (1.1)–(1.5) is weakly observable.
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Proof. Let there be two solutions θ(1) and θ(2) such that for a.e. t ∈ (0, T ),

θ(1)
x (0, t) = θ(2)

x (0, t),
∫ 1

0

θ(1)(ξ, t)dξ =

∫ 1

0

θ(2)(ξ, t)dξ.

From equations (1.1)–(1.5), it follows that the difference θ(x, t) = θ(1)(x, t)− θ(2)(x, t) has to

yield the conditions

(1 + a2)θt − θxx = 0, in ΩT ,

θ(0, t) = 0, θx(0, t) = 0 in (0, T ),

θx(1, t) = K(t)θ(1, t), in (0, T ),

where K(t) = k(g − a
∫ 1

0
θ(1)(ξ, t)dξ) = k(g − a

∫ 1

0
θ(2)(ξ, t)dξ). Applying known results on

boundary observability of linear parabolic equations [5, 7], we conclude that θ(1)(x, t) =

θ(2)(x, t) for all t. The theorem 2.1 is proved.

Theorem 2.2. The system (1.1)–(1.5) is strongly observable.

Proof. We integrate equation (1.1) over the interval (0, 1) and see that

(1 + a2)

∫ 1

0

θt(ξ, t)dξ = θx(1, t) − θx(0, t) + a
d

dt
max





a

1∫

0

θ(ξ, t)dξ − g, 0






from which we deduce

θx(1, t) = (1 + a2)ż(t) + w(t) − a
d

dt
max {az(t) − g, 0} (2.1)

and the estimate ‖θx(1, ·)‖L2(0,T ) ≤ (1 + a2)‖ż‖L2(0,T ) + ‖w‖L2(0,T ).

We now represent θ in the form θ(x, t) = θ(1)(x, t) + θ(2)(x, t) where θ(1)(x, t) yields

(1 + a2)θ
(1)
t = θ(1)

xx , in ΩT ,

θ(1)(0, t) = 0, in (0, T ),

θ(1)
x (1, t) = 0, in (0, T ),

θ(1)(x, 0) = θ0(x), in (0, 1),

and θ(2)(x, t) satisfies the equations

(1 + a2)θ
(2)
t = θ(2)

xx + a
d

dt
max {az(t) − g, 0} , in ΩT ,

θ(2)(0, t) = 0, in (0, T ),

θ(2)
x (1, t) = v(t), in (0, T ),

θ(2)(x, 0) = 0, in (0, 1),
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where v(t) is the expression on the right-hand side of (2.1).

To estimate θ(2)(·, T ) and θ(2)(1, ·), we use results for linear parabolic equations [8] and

conclude that
‖θ(2)(0, ·)‖L2(0,T ) ≤ γ1

(
‖v‖L2(0,T ) + a2‖ż‖L2(0,T )

)
,

‖θ(2)(·, T )‖ ≤ γ2

(
‖v‖L2(0,T ) + a2‖ż‖L2(0,T )

)

for constants γ1, γ2 that are independent of v and z. From observability properties for linear

parabolic systems [5, 7] we deduce that

‖θ(1)(·, T )‖L2(0,1) ≤ γ3‖θ(1)
x (0, ·)‖L2(0,T ) ≤ γ3

(
‖θ(2)

x (0, ·)‖L2(0,T ) + ‖w‖L2(0,T )

)
.

Hence,

‖θ(·, T )‖L2(0,1) ≤ ‖θ(1)(·, T )‖L2(0,1) + ‖θ(2)(·, T )‖L2(0,1) ≤ C1‖ż‖L2(0,T ) + C2‖w‖L2(0,T )

for some C1 and C2. Thus, Theorem 2.2 is proved.

3 Boundary identifiability

We now turn to the study of the boundary identifiability property for the system (1.1)–

(1.5). We note that if the system was linear, the boundary identifiability property would

follow directly from the estimates obtained in the theorem above. Since the system under

consideration is nonlinear, this question is open. In what follows we examine some cases,

for which it is possible to get an estimate for the boundary conditions θ(1, t) based on the

measurements (1.5).

Our first result comes directly from the estimate (2.1) and the condition (1.3).

Theorem 3.1. Let the function k(s) be continuously differentiable and k(s) ≥ k > 0 for all

s ∈ R. Then the system (1.1)–(1.5) is boundary identifiable.

Under the conditions of this theorem, we derive from (2.1) that ‖θ(1, ·)‖L2(0,T ) ≤ k−1((1 +

a2)‖ż‖L2(0,T ) + ‖w‖L2(0,T )), and the theorem is proved. However, the condition k(s) ≥ k > 0

is very restrictive and does not cover many typical forms of k(s), for example, the case

k′(s) ≤ 0 and |k(s)| ≤ α|s| + β treated in [1, 3, 4]. The next two theorems present the

results related to the cases, where the constant η in (1.7) only works for special classes of

measurements.

Theorem 3.2. Let k(s) be continuously differentiable and k′(s) ≤ 0 for all s. Then there

exists a constant η > 0, for which the estimate

∫ T

0

e−λt−2

θ2(1, t)dt ≤ η(‖ż‖2
L2(0,T ) + ‖w‖2

L2(0,T )) (3.1)

holds for any solution θ(x, t) to the problem (1.1)–(1.4) with θ0 ∈ H1(0, 1) and ess inft∈(0,T ) ż(t) ≥
0.
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Proof. We will use the method of Carleman’s estimates for proving the theorem. Following

the general idea [5], we introduce the operator P : W 2,1
2 (ΩT ) �→ L2(ΩT ), acting as follows:

Py = (1 + a2)yt − yxx. Next, we construct the function φ(x, t) = ((x − 2)2 − σ)ψ(t) where

the constant σ is such that (x − 2)2 − σ < 0 for all x ∈ [0, 1]. The function ψ(t) belongs to

C1(0, T ], is positive, nonincreasing in (0, T ], and is such that

ψ(t) =






1

t2
, t ∈ (0, t0] ∪ [T − t0, T ],

4 − σ

T 2(1 − σ)
, t ∈ [t1, t2]

for some 0 < t0 < t1 < t2 ≤ T . For any ρ > 0, we define the operator Lρy = eρφ(x,t)Pe−ρφ(x,t)y

acting on an appropriate set of functions {y(x, t)}, (x, t) ∈ ΩT . We derive the following

expression for this operator

Lρy = eρφ(x,t) ((1 + a2)∂t − ∂xx) e−ρφ(x,t)y

= −(1 + a2)ρφty + (1 + a2)yt − ρ2(φx)
2y + (φxx)

2ρy + 2ρφxyx − yxx.

The differential equation (1.1) may be written as

Pu = p(t) ≡ a

2

d

dt



a

1∫

0

θ(ξ, t)dξ − g +

∣
∣
∣
∣
∣
∣
a

1∫

0

θ(ξ, t)dξ − g

∣
∣
∣
∣
∣
∣



 , (3.2)

and, for the function y(x, t) = eρφ(x,t)θ(x, t), we obtain the equality Lρy = eρφ(x,t)p(t). Squar-

ing both sides of this equation, we derive the inequality

2〈−ρ2(φx)
2y − yxx, (1 + a2)yt + 2ρφxyx〉

≤ 3
(
‖(1 + a2)ρφty‖2

L2(ΩT ) + ‖eρφ(x,t)p‖2
L2(ΩT ) + ‖ρφ2

xxy‖2
L2(ΩT )

) (3.3)

where 〈·, ·〉 denotes the scalar product in L2(ΩT ).

Integrating by parts, and keeping in mind that y(x, 0) = 0, yx(x, 0) = 0, and y(0, t) = 0,

yt(0, t) = 0, we deduce the following expressions for the terms on the left-hand side of this

inequality

−2

∫

ΩT

ρ2(φx)
2y(1 + a2)yt dx dt = −ρ2(1 + a2)

∫

ΩT

φ2
x(y

2)t dxdt

= −4ρ2(1 + a2)T−4

1∫

0

(x − 2)2y2(x, T ) dx

−8ρ2(1 + a2)

∫

ΩT

(x − 2)2ψ(t)ψ′(t)y2(x, t) dxdt,

(3.4)

−4ρ3

∫

ΩT

(φx)
3yyx dxdt = −16ρ3

∫

ΩT

ψ3(t)(x − 2)3(y2)x dxdt

= 16ρ3

T∫

0

ψ3(t)y2(1, t) dt + 48ρ3

∫

ΩT

ψ3(t)(x − 2)2y2(x, t) dx dt,
(3.5)
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−4

∫

ΩT

yxxρφxyx dxdt = 4ρ

∫ T

0

y2
x(1, t)ψ(t) dt + 4ρ

∫

ΩT

y2
x(x, t)ψ(t) dxdt

−8ρ

∫ T

0

y2
x(0, t)ψ(t)dt,

(3.6)

−2(1 + a2)

∫

ΩT

yxxyt dxdt = −2(1 + a2)

T∫

0

ytyx |10 dt + (1 + a2)

∫

ΩT

((yx)
2)t dxdt

= −2(1 + a2)

T∫

0

yt(1, t)yx(1, t) dt + (1 + a2)

1∫

0

y2
x(x, T ) dx

= 2(1 + a2)

∫ T

0

e2ρ(1−σ)ψ(t) [ρ(1 − σ)ψ′(t)u(1, t) + ut(1, t)]

× [2ρψ(t) + K(t)] u(1, t)dt + (1 + a2)

1∫

0

y2
x(x, T ) dx

= (1 + a2)e2ρ(1−σ)ψ(T )(2ρψ(T ) + K(T ))u2(1, T )

−(1 + a2)

∫ T

0

e2ρ(1−σ)ψ(t)(2ρψ′ + K ′(t))u2(1, t)dt + (1 + a2)

1∫

0

y2
x(x, T ) dx,

(3.7)

where we have denoted K(t) = k(az(t) − g). Substituting these formulas in (3.3), we get

ρ3

T∫

0

ψ3(t)y2(1, t) dt + ρ3

∫

ΩT

ψ3(t)(x − 2)2y2(x, t) dx dt + (1 + a2)

1∫

0

y2
x(x, T ) dx

+Ψ1 + Ψ2 + Ψ3 ≤ 3a4‖ż‖2
L2(0,T ) + 8ρ

∫ T

0

y2
x(0, t)ψ(t)dt

(3.8)

where

Ψ1 = 46ρ3

∫

ΩT

ψ3(t)(x − 2)2y2(x, t)dxdt − 4ρ2(1 + a2)T−4

1∫

0

(x − 2)2y2(x, T )dx,

Ψ2 = 15ρ3

T∫

0

ψ3(t)y2(1, t) dt − (1 + a2)

∫ T

0

e2ρ(1−σ)ψ(t)K ′(t)u2(1, t)dt,

Ψ3 = ρ3

∫

ΩT

ψ3(t)(x − 2)2y2(x, t)dxdt − 3ρ2

∫

ΩT

((1 + a2)2φ2
t + φ2

xx)y
2(x, t)dxdt.

It is clear that Ψ3 > 0 if ρ is sufficiently large. Further, K ′(t) = k′(az(t) − g)ż(t) ≤ 0 and,

hence, Ψ2 > 0. Now we examine the sign of Ψ1. To do this we will need the following lemma.
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Lemma 3.1. There exists a constant C > 0 such that the inequality

C

1∫

0

θ2(x, T )dx ≤
∫

ΩT

θ2(x, t) dxdt +

∫ T

0

p2(t) dt (3.9)

holds for any solution u(x, t) of (1.1)–(1.4).

Proof of Lemma 3.1. Let θ(x, t) yield the system (1.1)–(1.4). Taking β > 0, we consider

the function v(x, t) = e
−β

t2 θ(x, t), (x, t) ∈ ΩT . Integrating by parts we obtain

∫ 1

0

v2(x, T ) dx = 2

∫

ΩT

vvt dxdt = 2

∫

ΩT

e
−2β

t2 (θt + 2βθt−3)θ dxdt

= 2

∫

ΩT

e
−2β

t2 ((1 + a2)−1θxx + 2βθt−3 + (1 + a2)−1p(t))θ dxdt

= 4β

∫

ΩT

e
−2β

t2 t−3θ2 dxdt + 2(1 + a2)−1

∫ T

0

e
−2β

t2 θ(1, t)θx(1, t) dt

−2(1 + a2)−1

∫

ΩT

e
−2β

t2 θ2
x dxdt + 2(1 + a2)−1

∫

ΩT

e
−2β

t2 p(t)θ(t)dt.

Hence,

e−
β

T2

∫ 1

0

θ2(x, T )dx ≤
∫

ΩT

e
−2β

t2 4βt−3θ2 dxdt +

∫

ΩT

θ2dxdt +

∫ T

0

p2(t)dt. (3.10)

Having the inequality e−
2β

t2 t−3 ≤ e−3/2
(

3
4β

)3/2

≡ e0, we can estimate the first term on the

right hand side of (3.10), which results in (3.9) with C = e−2β/T 2
(e0 + 1)−1. Lemma 3.1 is

proved.

Now we can estimate Ψ1. We represent this term as the sum

Ψ1 = ρ3

∫

ΩT

ψ3(t)(x − 2)2y2(x, t)dxdt − 4ρ2(1 + a2)T−4

1∫

0

(x − 2)2y2(x, T )dx + Ψ10

where

Ψ10 = 45ρ3

∫

ΩT

ψ3(t)(x − 2)2y2(x, t)dxdt − 4ρ2(1 + a2)T−4

1∫

0

(x − 2)2y2(x, T )dx.

We have

Ψ10 ≥ 45ρ3

∫ t2

t1

∫ 1

0

ψ3(t)e2ρ(1−σ)ψ(t)θ2(x, t)dxdt − 16ρ2(1 + a2)

∫ 1

0

y2(x, T )dx

≥ e2ρ(4−σ)T−2

(

45ρ3

[
4 − σ

T 2(1 − σ)

]3 ∫ 1

0

∫ t2

t1

θ2(x, t)dxdt − 16ρ2(1 + a2)T−4

∫ 1

0

θ2(x, T )dx

)

(3.11)
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According to Lemma3.1, there exists a constant C2, for which

C2

∫ 1

0

θ2(x, t2)dx ≤
∫ 1

0

∫ t2

t1

θ2(x, t)dxdt +

∫ t2

t1

p2(t)dt

Taking ρ > 0, which satisfies the condition

46ρ3

[
4 − σ

T 2(1 − σ)

]3

C2 > 16ρ2(1 + a2)T−4 ≡ C3,

we find that

Ψ10 ≥ C3e
2ρ(4−σ)T−2

(∫ 1

0

θ2(x, t2)dx − C−1
3 e2ρ(σ−4)T−2

∫ t2

t1

p2(t)dt −
∫ 1

0

θ2(x, T )dx

)

(3.12)

We can get the estimate

∫ 1

0

θ2(x, t2)dx −
∫ 1

0

θ2(x, T )dx ≥ −1

2

∫ 1

0

∫ T

t2

θ2(x, t)dxdt − 1

2

∫ T

t2

p2(t)dt

by integrating by parts the equality

∫ 1

0

∫ T

t2

θ((1 + a2)θt − θxx − p(t))dt = 0.

Hence,

Ψ10 ≥ C3e
2ρ(4−σ)T−2

(

−1

2

∫ 1

0

∫ T

t2

θ2(x, t)dxdt − 1

2

∫ T

t2

f 2(t)dt − C−1
3 e2ρ(σ−4)T−2

∫ t2

t1

p2(t)dt

)

.

Then, if ρ is sufficiently large,

Ψ1 > C3e
2ρ(4−σ)T−2

(

−1

2

∫ T

t2

p2(t)dt − C−1
3 e2ρ(σ−4)T−2

∫ t2

t1

p2(t)dt

)

.

Using these estimates we deduce from (3.8) the inequality

∫ T

0

e−λt−2

θ2(1, t)dt ≤ η
(
‖ż‖2

L2(0,T ) + ‖w‖2
L2(0,T )

)
(3.13)

with the appropriate constants η and λ. Remembering the notation (3.2), we deduce the

needed inequality (3.1) and Theorem 3.2 is proved.

In much the same way as Theorem 3.2 was produced, we can derive the following result.

Theorem 3.3. Let ż(·) ∈ L∞(0, T ) and

max{‖z‖L∞(0,T ), ‖ż(·)‖L∞(0,T )} ≤ R. (3.14)
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Then there exist constants η = η(R) and λ = λ(R) such that

∫ T

0

e−λt−2

θ2(1, t)dt ≤ η
(
‖p‖2

L2(0,T ) + ‖w‖2
L2(0,T )

)
(3.15)

holds for any solution θ(x, t) to the problem (1.1)–(1.4) satisfying (3.14) and θ0 ∈ H1(0, 1).

Remark 3.1. Under the conditions of Theorem 3.2, the inequality

‖θ(·, T )‖L2(0,1) ≤ γ1

(
‖p‖2

L2(0,T ) + ‖w‖2
L2(0,T )

)

holds, while the conditions of Theorem 3.3 ensure the estimate

‖θ(·, T )‖2
L2(0,1) ≤ γ1(R)

(
‖p‖2

L2(0,T ) + ‖w‖2
L2(0,T )

)
. (3.16)

Since ‖p‖L2(0,T ) ≤ ‖ż‖L2(0,T ), these two inequalities are stronger then the one proved in

Theorem 2.2, but the conditions under which they hold are more restrictive.

We also note that (3.16) generalizes the estimate known for parabolic equations [5] for the

case of non-homogeneous equations with non-stationary boundary conditions.

4 The boundary measurements

Suppose a solution θ(x, t) of (1.1)–(1.4) is a classic one and, hence, θt, θxx are continuous in

[0, 1] × [0, T ]. Since θ(0, t) ≡ 0, we derive that

θxx(0, t) = −a

2

d

dt
(az(t) − g + |az(t) − g|) . (4.1)

According to the notation (3.2), we can write θxx(0, t) = p(t) and write the estimates (3.1)

and (3.16) as follows

∫ T

0

e−λt−2

θ2(1, t)dt ≤ η(R)
(
‖θxx(0, ·)‖2

L2(0,T ) + ‖w‖2
L2(0,T )

)
,

‖θ(·, T )‖2
L2(0,1) ≤ γ1

(
‖θxx(0, ·)‖2

L2(0,T ) + ‖w(·)‖2
L2(0,T )

)
.

This means that, when the solution to (1.1)–(1.4) is smooth enough, the boundary mea-

surements θx(0, t) and θxx(0, t) provide information which is sufficient to reconstruct both

θ(·, T ) and θ(1, t).

5 Conclusion

In this paper, we have derived observability results for the one-dimensional nonlinear parabolic

PDE describing the temperature evolution of a thermoelastic rod which comes into contact

with a rigid barrier. Future work will built on these results to study identification problem

for thermoelastic contact problem.
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