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Abstract

In this paper, we explore the connection between the classic, input output based
theory of observers for linear functions of the state and the theory of behavior based
observers as developed in the paper Valcher and Willems [1999].

1 Introduction

Lately, see Rosenthal, Schumacher and York [1996] and Rosenthal [2000], the applicabilty

of system theoretic ideas and in particular behavioral theory to the study of convolutional

codes has been pointed out. Since error correction decoding is closely related to tracking

and filtering, however in an algebraic context and with a nonstandard, Hamming, metric.

These topics are directly related to the theory of observers, whether in the state space or

behavioral context. It is hoped that a better understanding of this area of system theory

will lead itself to application in the area of convolutional codes.

The theory of observers for linear systems dates back to the early years of the development

of modern control theory, see Luenberger [1966]. Althought it can be rightly argued that

the process of observation is the basis of any control system, it has generally received less

attention than the control part of the theory of linear systems. This is changing lately with

new additions to the literature on this subject. In this connection we point out Fuhrmann

and Helmke [2001] and the thesis by J. Trumpf [2002]. In these papers a comprehensive

analysis is undertaken and observers are studied via the geometry of conditioned invariant

and related subspaces. In parallel with this, and as part of the development of behavioral

theory as initiated by J.C. Willems, see Willems [1989,1991], an important work on observers

in the behavioral context is presented in Valcher and Willems [2002]. While much has been

said about the advantages of the behavioral framework for the study of interconnections of

systems, it seems to this author that it has also distinct advantages as far as observers are

concerned. This is due to the fact that elimination of latent variables is a basic technique

in behaviors and this allows the reduction of a complicated system to a potentially simpler

one, involving only the variables that are observed or are to be estimated.

This paper will outline how starting from classical observer theory, we can focus on a

natural behavior homomorphism, introduced in Fuhrmann [2002], from the full state behavior

to the full observer behavior. We will use elimination theory to recast the problem in

1



behavioral terms. We make contact with the important work of Antoulas [1983] that gives

a parametrization of the set of asymtotic observers and this in turn leads to the results of

Valcher and Willems.

Observers come in different forms and contexts. They depend also on the assumptions on

the system in terms of what the time set is (discrete or continuous, full or semi-axis), what

are the input and output function spaces, and the degree of observability, detectability we

assume. To simplify matters, we will deal solely with asymptotic observers for discrete time

systems. For a full exposition, we refer to a forthcoming paper, Fuhrmann [2003].

2 Observers

Definition 2.1. Given a linear system
x(t + 1) = Ax(t) + Bu(t)

y(t) = Cx(t)

z(t) = Kx(t)

(2.1)

with A, B, C,K in Rn×n,Rn×m,Rp×n,Rl×n respectively. We shall assume that C, K are of

full row rank. The system{
ξ(t + 1) = Fξ(t) + Gy(t) + Hu(t)

ζ(t) = Jξ(t)
(2.2)

with F, G, H, J in Rq×q,Rq×p,Rq×m,Rk×q, respectively, with J of full row rank, and driven

by the input u and output y of (2.1), will be called a an asymptotic observer for K if for

all initial conditions of the state, limt→∞(z(t)− ζ(t)) = 0.

Clearly, the existence of an observer is invariant under a state space similarity. Also,

an output injection map would change appropriately the observer. Thus we may assume,

without loss of generality, that the pair (C, A) is in dual Brunovsky form. The map K leads

directly to a nice sequence of k × λν matrices {K(ν)}µ1

ν=1. The derivation of this sequence

is somewhat technical and the reader is referred to Fuhrmann and Helmke [2001] for the

details. We will denote by ΓK the set of all strictly proper rational functions
∑∞

ν=1 L(ν)z−ν

satisfying

L
(ν)
ij = K

(ν)
ij , i = 1, . . . , k; j = 1, . . . , λν . (2.3)

The following theorem, summarizing a lot of previous work on observers, is taken from

Fuhrmann and Helmke [2001] where more references can be found.

Theorem 2.1. Given the linear system (2.1), then The following conditions are equivalent:

1. There exists an order q asymptotic observer for K.
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2. There exist linear transformations, Z, F, G, H, J , with Z surjective of rank q and F

stable, such that 
ZA− FZ = GC

H = ZB

K = JZ

(2.4)

holds.

3. There exist proper stable rational functions M, N that solve

(
M N

) (
zI − A

C

)
= K. (2.5)

4. Define ZK(z) = K(zI−A)−1B and ZC(z) = C(zI−A)−1B. There exist strictly proper

stable rational functions Z1, Z2, with δ
(

Z1 Z2

)
= q, that solve

ZK = Z1ZC + Z2. (2.6)

5. There exists a codimension q, outer detectable subspace V ⊂ X satisfying

V ⊂ Ker K. (2.7)

6. The nice sequence of matrices, K(1), . . . , K(µ1), has a McMillan degree q stable partial

realization.

We note that solvability of (2.6) by strictly proper stable rational functions is equivalent

to the inclusion

Ker HZK
⊃ Ker HZC

, (2.8)

where HZK
: H2

+ −→ H2
− and HZC

: H2
+ −→ H2

−, are appropriate Hankel operators. In the

sequel we will assume that the pair

((
C

K

)
, A

)
is observable. That this entails no loss of

generality is pointed out in Antoulas [1983].

In the context of this paper, a behavior B is a linear, shift invariant and complete subspace

of z−1Fm[[z−1]]. Behaviors have been introduced by J.C. Willems, see Willems [1989,1991]

and the further references therein. Fuhrmann [2002] contains a derivation in the spirit of

the present paper. Using the prevailing notation in behavioral theory for the backward shift

operator, namely σ, the system equations (2.1) can be written in behavioral AR form as

Bfsys = Ker

 σI − A −B 0 0

C 0 −I 0

K 0 0 −I

 (2.9)
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Similarly, the full behavior of the observer (2.2) is given by

Bfob = Ker

(
σI − F −G −H 0

J 0 0 −I

)
(2.10)

In order to go into a polynomial setting, the data on the system needs to be appropriately

encoded in polynomial terms. The key to this is the following left coprime factorization(
D11 0

D21 D22

)−1 (
Θ1

Θ2

)
=

(
C

K

)
(zI − A)−1 (2.11)

which has the following additional properties:

(i) D11(z)−1Θ1(z) is a left coprime factorization of C(zI − A)−1.

(ii) D11 is row proper.

(iii) D21D
−1
11 is strictly proper.

The special form of the left coprime factorization in (2.11) is derived using the fact that a

left coprime factorization is only determined up to a common left unimodular factor and

this freedom, used judiciously, leads to this form. Moreover, we have n = deg det(zI −A) =

deg det D11+deg det D22 and that D22 is a nonsingular polynomial matrix. It is a nonsingular

constant matrix if and only if the pair (C, A) is observable. It is a stable matrix if and only

if the pair (C, A) is detectable. We can use the left coprime factorization to eliminate the

state variable from (2.9), which leads to the manifest behavior representation

Bsys = Ker

(
−Θ1B D11(σ) 0

−Θ2B D21(σ) D22(σ)

)
(2.12)

In a completely analogous manner, with Q−1Π a left coprime factorization of J(zI − F )−1,

and definining P = ΠG and R = ΠH, then the manifest observer behavior, after elimination

of the state variable ξ, is given by

Bob = Ker
(
−Π(σ)G −Π(σ)H Q(σ)

)
= Ker

(
−P (σ) −R(σ) Q(σ)

)
. (2.13)

Using the left coprime factorization (2.11), equation (2.6) is easily seen to be solvable with

the, not necessarily proper, rational functions Z1, Z2 given by

Z1 = −D−1
22 D21

Z2 = D−1
22 Θ2.

(2.14)

If (C, A) is observable then D22 = I and a polynomial solution of equation (2.6) is given

by ZK = −D21ZC + Θ2. The set of all rational solutions of the system (2.1), under the

assumption that (C, A) is an observable pair, is given by

Z1 = −D21 − WD11

Z2 = Θ2 + WΘ1
(2.15)
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with W an arbitrary rational function. However, for the construction of a causal observer,

we need to find strictly proper solutions. It turns out that under the assumption that (C, A)

is an observable pair, then Z1, Z2 is a strictly proper rational solution of equation (2.6) if

and only if (2.15) holds with W ∈ ΓK . We will refer to equation (2.15) as the Antoulas

parametrization, see Antoulas [1983].

Next, we note that equation (2.4), characterizing observers can be rewritten in matrix form

as (
Z G 0

0 0 I

)  zI − A −B 0 0

C 0 −I 0

K 0 0 −I



=

(
zI − F −H −G 0

J 0 0 −I

) 
Z 0 0 0

0 I 0 0

0 0 I 0

0 0 0 I


(2.16)

In view of the results in Fuhrmann [2002], this means that the map τ : Bfsys −→ Bfob,

defined by

τ


x

u

y

z

 =


Zx

u

y

z

 (2.17)

is a behavior homomorphism, which by our assumption of the observability of the pair((
C

K

)
, A

)
, is necessarily injective. This means that Im τ is a subbehavior of Bfob, and

after applying the elimination procedure to both behaviors, we obtain

Bsys ⊂ Bob. (2.18)

It is worth pointing out that the above can be interpreted as a manifestation of the internal

model principle. In fact, it seems that the behaviorial context and in particular the use of

behavior homomorphisms provide the right language in which to formulate general internal

model principles.

Paraphrasing Valcher and Willems, intuitively it is clear that the effect of the input or

control variable can be removed without affecting the solution of the observer problem.

Thus we can without any loss of generality disregard the input variable.

Of course, behavior inclusion is related to a factorization. This means that a factorization

exists, with X, Y polynomial matrices, of the form

(
−P (z) Q(z)

)
=

(
−X(z) Y (z)

) (
D11(z) 0

D21(z) D22(z)

)
. (2.19)
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At this point it remains to clarify the relation of this factorization to the standard theory.

Let us assume W ∈ ΓK has the representation

W = Y −1X = XY
−1

(2.20)

with both factorizations coprime. Then we have the representations

Z1 = Y −1(−Y D21 + XD11)

Z2 = Y −1(Y Θ2 −XΘ1)
(2.21)

i.e. we have, for Z1 = Q−1P , with the polynomial matrices P, Q defined by the factorization

(2.19). This representation of the behavioral observer matches Theorem 3.4 in Valcher and

Willems [1999].

Theorem 2.2. For the plant whose behavior is described by (2.12) with D22 stable, then

(2.13) is an asymptotic observer for Σ if and only if there exists a nonsingular polynomial

matrix Y and a polynomial matrix X such that (2.19) holds.

Actually, our analysis goes a bit beyond this theorem in establishing the connection to

classical observer theory and in particular the role of the partial realization problem in

observer theory.

We have started with a state space based observer construction and by elimination have

reduced it to a behavior based observer construction. Of course, this line of reasoning can

be reversed. If one starts with a behavior based observer construction problem, one can use

realization theory to transform the problem into the standard state space form. Once an

observer is constructed, an elimination argument would lead to a behavior based solution.
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